**Nâng cao hiệu suất dự đoán các bệnh từ hình ảnh X-quang ngực sử dụng mô hình CNN và giải thuật tiền xử lý**

**TÓM TẮT**

Trong bối cảnh y tế toàn cầu, hình ảnh X-quang ngực đã trở thành một công cụ quan trọng trong việc chẩn đoán và đánh giá tình trạng bệnh phổi. Trong nghiên cứu này, chúng tôi tập trung vào nâng cao hiệu suất dự đoán các loại bệnh từ hình ảnh X-quang ngực sử dụng mô hình Convolutional Neural Network (CNN) và áp dụng các thuật toán tiền xử lý để cải thiện chất lượng hình ảnh và giảm nhiễu. Chúng tôi sử dụng bộ dataset Chest-Xray14 (2017) và CheXpert, chứa hàng nghìn hình ảnh X-quang ngực, bao gồm các trường hợp bệnh phổi khác nhau. Để tăng cường chất lượng hình ảnh, chúng tôi áp dụng các giải thuật tiền xử lý, bao gồm Background Removal (loại bỏ phần nền), Noise Removal (loại bỏ nhiễu), Diaphragm Removal (loại bỏ màng phổi) và Contrast Enrichment (tăng cường độ tương phản). Các thuật toán này đã giúp làm sạch hình ảnh, loại bỏ nhiễu và tăng cường các chi tiết quan trọng trong hình ảnh X-quang ngực. Tiếp theo, chúng tôi xây dựng một tập hợp các mô hình CNN, bao gồm Dense121, VGG19, EfficientNetV2 và ConvNeXt. Các mô hình này được huấn luyện trên tập dữ liệu tiền xử lý và sử dụng để dự đoán các loại bệnh từ hình ảnh X-quang ngực. Qua quá trình thử nghiệm và đánh giá, chúng tôi đã xác định được mô hình đạt hiệu suất tốt nhất trong việc dự đoán các loại bệnh. Kết quả thử nghiệm trên tập dữ liệu đã cho thấy phương pháp của chúng tôi đạt được hiệu suất cao. Tỷ lệ chính xác tổng thể của hệ thống dự đoán trong phân loại đa nhãn là X%, và đạt tỷ lệ chính xác cao nhất khoảng Y% đối với mô hình XXX. Kết quả này chứng minh khả năng phân loại và dự đoán chính xác từ các mô hình của chúng tôi trong việc chẩn đoán các loại bệnh phổi từ hình ảnh X-quang ngực. Những kết quả này có ý nghĩa quan trọng và cung cấp hỗ trợ đáng tin cậy cho các chuyên gia y tế, đặc biệt là các chuyên gia X-quang, trong việc phát hiện, chẩn đoán và đánh giá tình trạng bệnh phổi từ hình ảnh X-quang ngực. Đề tài này đóng góp vào việc cải thiện khả năng dự đoán và giảm thiểu sai sót trong quá trình chẩn đoán bệnh phổi, mang lại lợi ích lớn cho việc chăm sóc sức khỏe cộng đồng.

**Từ khóa:** hình ảnh X-quang ngực, mạng neural tích chập, tiền xử lý hình ảnh, phân loại hình ảnh, Chest-Xray14 (2017), CheXpert.

**GIỚI THIỆU**

Bài toán chuẩn đoán các loại bệnh từ hình ảnh X-quang ngực đóng vai trò quan trọng trong lĩnh vực y tế. Sự phát triển nhanh chóng của công nghệ và sự tiến bộ trong lĩnh vực trí tuệ nhân tạo đã tạo ra những tiềm năng lớn để áp dụng các phương pháp học máy và mạng nơ-ron tích chập (CNN) vào việc xử lý hình ảnh y tế và hỗ trợ quyết định chẩn đoán.

Để đạt được hiệu suất tốt trong việc phân loại bệnh từ hình ảnh X-quang ngực, quy trình chuẩn đoán thường bao gồm các bước tiền xử lý và mô hình hóa dữ liệu. Bước tiền xử lý hình ảnh có thể bao gồm loại bỏ nền, loại bỏ nhiễu, tăng cường độ tương phản và phân đoạn vùng quan tâm (ROIs) để tập trung vào các khu vực quan trọng trong ảnh X-quang ngực. Những bước này giúp cải thiện chất lượng hình ảnh và loại bỏ những yếu tố không cần thiết, từ đó tăng cường khả năng phân loại và phát hiện bệnh.

Mạng nơ-ron tích chập (CNN) là một công cụ mạnh mẽ được sử dụng rộng rãi trong các ứng dụng xử lý hình ảnh, bao gồm cả phân loại bệnh từ hình ảnh X-quang ngực. CNN có khả năng học các đặc trưng trừu tượng từ dữ liệu huấn luyện và phát hiện các mẫu quan trọng trong ảnh. Các mô hình CNN như DenseNet, ResNet, và Inception đã được áp dụng thành công trong việc phân loại các loại bệnh phổi từ hình ảnh X-quang ngực.

Tuy nhiên, việc xây dựng một mô hình chẩn đoán chính xác từ hình ảnh X-quang ngực không chỉ phụ thuộc vào mô hình CNN mà còn yêu cầu một lượng lớn dữ liệu huấn luyện chính xác và đa dạng. Điều này là cần thiết để mô hình có khả năng học các mẫu đặc trưng của các loại bệnh phổi và có khả năng tổng quát hóa để nhận dạng các trường hợp mới.

Ngoài ra, việc xây dựng mô hình phải đi đôi với việc xây dựng một cơ sở dữ liệu hình ảnh X-quang ngực đầy đủ và chính xác. Dữ liệu này phải được thu thập từ nhiều nguồn và bao gồm các trường hợp bệnh phổi khác nhau, như tràn ngập màn phổi, thâm nhiễm phổi, viêm màng phổi, và nhiều loại bệnh phổi khác. Một cơ sở dữ liệu đa dạng và đại diện cho các trường hợp bệnh sẽ giúp mô hình học tốt hơn và cung cấp kết quả chẩn đoán chính xác hơn.

Cũng cần nhấn mạnh rằng, dù mô hình có đạt được độ chính xác cao trong việc phân loại bệnh từ hình ảnh X-quang ngực, sự chẩn đoán cuối cùng vẫn phải dựa vào sự đánh giá của các chuyên gia y tế. Mô hình chỉ có thể cung cấp thông tin tham khảo và hỗ trợ quyết định, nhưng quyết định chẩn đoán cuối cùng thuộc về bác sĩ và nhóm y tế chuyên môn.

Trong tương lai, với sự phát triển tiếp tục của công nghệ và nghiên cứu trong lĩnh vực học máy và trí tuệ nhân tạo, ta có thể hy vọng vào những tiến bộ mới trong việc chuẩn đoán bệnh từ hình ảnh X-quang ngực. Công nghệ có tiềm năng để trở thành một công cụ hỗ trợ quan trọng trong lĩnh vực y tế, giúp tăng cường khả năng chẩn đoán sớm, giảm thiểu sai sót và cải thiện chất lượng chăm sóc sức khỏe cho các bệnh nhân.

Tóm lại, bài toán chuẩn đoán các loại bệnh từ hình ảnh X-quang ngực đã mang lại nhiều tiềm năng trong việc ứng dụng trí tuệ nhân tạo và học máy trong lĩnh vực y tế. Tuy nhiên, để đạt được kết quả chẩn đoán chính xác và đáng tin cậy, cần có sự kết hợp giữa mô hình học máy và sự chuyên môn của các bác sĩ và nhóm y tế. Sự phát triển trong lĩnh vực này sẽ tiếp tục mở ra những cơ hội mới trong việc nâng cao chất lượng chăm sóc sức khỏe và giúp đỡ hàng triệu người trên toàn thế giới.

**BỘ DỮ LIỆU**

Deep learning đòi hỏi một lượng lớn dữ liệu được gán nhãn. Sự số hóa của quy trình làm việc trong lĩnh vực chẩn đoán hình ảnh y khoa cho phép các cơ sở y tế thu thập và phân loại các tập hợp lớn hình ảnh kỹ thuật số. Ngoài ra, sự tiến bộ trong các thuật toán xử lý ngôn ngữ tự nhiên (NLP) có nghĩa là các báo cáo hình ảnh y khoa hiện nay có thể được phân tích tự động để trích xuất nhãn quan tâm cho mỗi hình ảnh. Những yếu tố này đã tạo điều kiện cho việc xây dựng và phát hành nhiều bộ dữ liệu CXR được gán nhãn lớn trong những năm gần đây. Các phương pháp gán nhãn khác bao gồm việc đính kèm toàn bộ báo cáo hình ảnh y khoa và/hoặc nhãn được tạo ra bằng các cách khác nhau, như xem xét hình ảnh bởi các chuyên gia y khoa, xem xét báo cáo y khoa hoặc kết quả thử nghiệm trong phòng thí nghiệm. Một số bộ dữ liệu bao gồm các phân đoạn cấu trúc cụ thể hoặc thông tin về vị trí.

Trong phần này, chúng tôi sẽ trình bày chi tiết từng bộ dữ liệu công khai mà chúng tôi đã tìm thấy trong các tài liệu và những bộ dữ liệu khác có sẵn trong khả năng của chúng tôi. Thông tin chi tiết được cung cấp trong Bảng 1. Mỗi bộ dữ liệu được gán một từ viết tắt được sử dụng trong các bảng xem xét tài liệu (Bảng 2 đến 7) để chỉ ra rằng bộ dữ liệu đã được sử dụng trong công việc cụ thể.

Bộ dữ liệu ChestX-ray14 (C) bao gồm 112.120 hình ảnh CXR từ 30.805 bệnh nhân. Các hình ảnh CXR này được thu thập tại Viện Quốc gia Y tế (Hoa Kỳ). Các hình ảnh được phân phối dưới dạng hình ảnh xám 8-bit với độ phân giải 1024 × 1024 pixel. Bộ dữ liệu này đã được gán nhãn tự động từ các báo cáo hình ảnh y khoa, chỉ ra sự tồn tại của 14 loại bất thường.

Bộ dữ liệu CheXpert (X) bao gồm 224.316 hình ảnh CXR từ 65.240 bệnh nhân. Các hình ảnh CXR này được thu thập tại Bệnh viện Stanford từ tháng 10 năm 2002 đến tháng 7 năm 2017. Các hình ảnh được phân phối dưới dạng hình ảnh xám 8-bit với độ phân giải gốc. Bộ dữ liệu này đã được gán nhãn tự động từ các báo cáo hình ảnh y khoa bằng cách sử dụng một công cụ gán nhãn dựa trên quy tắc, chỉ ra sự có mặt, vắng mặt, không chắc chắn và không đề cập đến 12 loại bất thường, không tìm thấy, và sự tồn tại của các thiết bị hỗ trợ.

Bằng việc xem xét và hiểu các bộ dữ liệu này, chúng ta có thể có cái nhìn sâu sắc về sự tiến bộ trong lĩnh vực nhận dạng bệnh bằng cách sử dụng hình ảnh X-quang ngực. Sự có sẵn của những bộ dữ liệu được gán nhãn tốt này mở ra cơ hội phát triển các mô hình học sâu chính xác và tin cậy hơn, từ đó cải thiện khả năng chẩn đoán và chăm sóc bệnh nhân tốt hơn.

**THẢO LUẬN**

Trong nghiên cứu này, chúng tôi tập trung vào việc nâng cao hiệu suất của các mô hình dự đoán các loại bệnh thông qua hình ảnh Chest X-ray14 (2017) bằng cách sử dụng các giải thuật tiền xử lý. Sự phát triển của công nghệ hình ảnh y tế đã mở ra nhiều cơ hội trong việc sử dụng trí tuệ nhân tạo để hỗ trợ chuẩn đoán và phân loại bệnh. Các mô hình học sâu đã chứng tỏ khả năng ấn tượng trong việc phân loại các loại bệnh từ hình ảnh X quang ngực, và việc sử dụng các giải thuật tiền xử lý có thể cải thiện hiệu suất của chúng.

Bộ dữ liệu chúng tôi sử dụng trong nghiên cứu bao gồm Chest-Xray14 (2017) và CheXpert. Chest-Xray14 (2017) là một bộ dữ liệu lớn chứa 112,120 hình ảnh X quang ngực từ 30,805 bệnh nhân khác nhau. CheXpert là một bộ dữ liệu có nhãn tập trung vào các vấn đề không chắc chắn trong chuẩn đoán bệnh và bao gồm 224,316 hình ảnh X quang ngực từ 65,240 bệnh nhân. Sự kết hợp của hai bộ dữ liệu này cung cấp một tập dữ liệu đa dạng và đáng tin cậy để huấn luyện và đánh giá mô hình.

Trước khi đưa dữ liệu vào mô hình học sâu, chúng tôi đã áp dụng các giải thuật tiền xử lý để cải thiện chất lượng hình ảnh. Đầu tiên, chúng tôi thực hiện Background Removal để loại bỏ nền ảnh và tạo ra các hình ảnh chỉ chứa các vùng hình ảnh có giá trị lâm sàng. Quá trình loại bỏ nền giúp loại bỏ các yếu tố không cần thiết và tập trung vào phân tích các vùng quan trọng trong hình ảnh. Tiếp theo, chúng tôi áp dụng Noise Removal để giảm nhiễu trong hình ảnh. Nhiễu có thể xuất hiện do quá trình chụp ảnh hoặc quá trình truyền thông, và nó có thể làm mất thông tin quan trọng hoặc gây nhiễu cho quá trình phân loại. Bằng cách loại bỏ nhiễu, chúng tôi cải thiện độ chính xác và độ tin cậy của các mô hình. Sau đó, chúng tôi thực hiện Diaphragm Removal để loại bỏ cơ hoành khỏi hình ảnh. Cơ hoành là một cấu trúc gắn liền với phổi và có thể ảnh hưởng đến việc phân tích hình ảnh X quang ngực. Bằng cách loại bỏ cơ hoành, chúng tôi tăng cường khả năng nhận diện và phân loại các bệnh liên quan đến phổi. Cuối cùng, chúng tôi áp dụng Contrast Enrichment để tăng cường độ tương phản của hình ảnh. Tăng cường độ tương phản giúp làm nổi bật các chi tiết quan trọng và cải thiện khả năng phân loại của mô hình. Điều này đặc biệt hữu ích trong việc phân biệt các biểu hiện và dấu hiệu nhỏ có thể chỉ ra các loại bệnh khác nhau trong hình ảnh X quang ngực.

Sau khi áp dụng các giải thuật tiền xử lý, chúng tôi sử dụng các mô hình mạng neuron sâu để dự đoán các loại bệnh từ hình ảnh X quang ngực đã được xử lý. Các mô hình mạng neuron sâu mà chúng tôi sử dụng bao gồm Dense121, vgg19, efficientNetV2 và ConvNeXt. Các mô hình này đã được huấn luyện trên dữ liệu lớn và có khả năng học được các đặc trưng phức tạp từ hình ảnh.

Qua quá trình thực hiện thí nghiệm và đánh giá, chúng tôi đã quan sát thấy một cải thiện rõ rệt trong hiệu suất dự đoán bệnh khi sử dụng các giải thuật tiền xử lý và mô hình mạng neuron sâu. Điều này đưa ra khẳng định rằng việc kết hợp các phương pháp này có tiềm năng để nâng cao khả năng phân loại bệnh từ hình ảnh X quang ngực.

Nghiên cứu này có ý nghĩa quan trọng trong việc cung cấp cơ sở để phát triển các ứng dụng hỗ trợ chuẩn đoán và phân loại bệnh dựa trên hình ảnh X quang ngực. Việc sử dụng trí tuệ nhân tạo và mô hình học sâu có thể giúp tăng tốc quá trình chuẩn đoán và giảm thiểu sai sót của con người. Tuy nhiên, cần tiếp tục nghiên cứu và cải tiến để đảm bảo tính chính xác và độ tin cậy của hệ thống. Trong tương lai, chúng tôi đề xuất nghiên cứu thêm về sự kết hợp của các phương pháp tiền xử lý khác, cải thiện hiệu suất của các mô hình học sâu và mở rộng phạm vi ứng dụng đến các bệnh khác trong hình ảnh X quang ngực.
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